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a b s t r a c t

The determination of the dynamic viscosity of metallic alloys at elevated temperatures is a key experi-
ment for materials design and characterisation. To do so, the oscillating cup method is the most suited
and commonly applied one. However, critical estimations of the experimental uncertainties are scarce,
complicating the comparison of results obtained by different authors as well as with models set up in
order to describe the changes of the dynamic viscosity with temperature and the alloy’s composition. We
eywords:
iquid alloys
ynamic viscosity
xperimental error
scillating cup viscometer

present a statistical approach, first to estimate the uncertainties of the actual measured parameters of a
torsional oscillation, and second to analyse the propagation of these errors when calculating the dynamic
viscosity. Overall relative uncertainties in the range of 5–10% are obtained for selected experiments car-
ried out on pure liquid Al, Sn and Cu. This figure is in good agreement with previous error estimations.
However, method is ready to be involved in the usual numeric calculation procedure of the dynamic
viscosity in the actual experiment and is thus able to take the individual conditions with a given sample

into account.

. Introduction

Knowing the dynamic viscosity of molten metals and alloys is
f great interest for both basic research and industrial production.
ass transport phenomena as the viscous flow need to be con-

rolled in casting and soldering applications and rule the nucleation
nd growth of crystal nuclei. The dynamic viscosity itself is a mate-
ials parameter, reflecting both structural (on either length-scale)
nd thermodynamic properties of the material.

Obviously, measuring the dynamic viscosity of molten met-
ls and alloys is an important task. Though several methods
an be considered, only the oscillating cup technique is applied
ecently in several groups. The main reason is the high reac-
ivity of the samples with almost all high-temperature stable

aterials which could be used for constructing parts of the appa-
atus to be immersed into the liquid in conventional rotational
echniques. However, literature surveys [1–4] show large dis-
repancies in the experimental results obtained with different
pparatus even for melts of the pure elements. On the other

and, a variety of model equations for the viscosity of multi-
omponent liquids—for recent reviews see Refs. [5,6]—have been
eveloped by several authors and even the slightest changes

n the temperature dependence of the dynamic viscosity are
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discussed in very detail in terms of structural changes in the liq-
uid state, e.g. [7,8]. Of course, these model considerations are
to be tested against the experimental data. In order to do so
properly one should discuss on the experimental uncertainties
present in the experiments—but this is hardly done in these stud-
ies.

More general discussions on the experimental uncertainty of
measured values of the dynamic viscosity have been given by Sato
[9] as well as Brooks et al. [10]. In the latter work experimental
errors in the range of 9% are suggested.

The present work aims to suggest a method to estimate the
experimental errors of experimental viscosity data in conjunction
with the regular data treatment. In order to do so we will first briefly
describe the typical experimental set-up and the following calcu-
lation procedure. To estimate the experimental error we will apply
a statistical approach, i.e. we will simulate several experiments
with the individual parameters varied within their uncertain-
ties and discuss the influence thereof on the obtained dynamic
viscosity.

2. Basics of the experimental procedure

Fig. 1 illustrates the principal design of an oscillating cup viscometer utilized for

studies on liquid metals. The upper, water-cooled part contains the oscillation wire.
The sample container is connected to the wire using a suitable suspension, which
should be constructed to have a low momentum of inertia and provide a good heat
shielding. The sample container is situated in the heater zone of the apparatus.

For the measurement, the sample container is set into a free but damped oscil-
latory motion, and the time course of the torsion angle � can be obtained from the

http://www.sciencedirect.com/science/journal/09258388
http://www.elsevier.com/locate/jallcom
mailto:sascha.gruner@physik.tu-chemnitz.de
dx.doi.org/10.1016/j.jallcom.2009.02.006


630 S. Gruner, W. Hoyer / Journal of Alloys and

e

J

T
r
d
(
f

�

w
t
a
b
t
d
p

�

F
�
o

Fig. 1. Schematic view of an oscillating cup viscometer.

quilibria of torques:

�̈ + L�̇ = −D�. (1)

herein, J denotes the momentum of inertia of the whole pendulum, and D the
estoring moment of the torsion wire. The damping parameter L is a function of the
ynamic viscosity. We thus wish to determine the parameters T (time period), �
logarithmic decrement) and ˛ = arcsin(�0/�max) of the oscillation described by the
unction

(t) = �max sin

(
2�t

T
+ ˛

)
exp

(
−�

t

T

)
(2)

hich complies with Eq. (1). Therefore, a laser beam is reflected by a mirror mounted
o the pendulum and the reflected beam is monitored. If placed asymmetrically, i.e.
t an angle �0 /= 0, a single photo-diode is sufficient to determine all parameters
ut the initial amplitude �max. The start of the actual measurement (corresponding
o t = 0) is thus given by the initial crossing of the laser beam over the diode. The
escribed situation is depicted in Fig. 2. As the deflected laser beam crosses the

hoto-diode at the times ti and thus the relation

ˆ = sin

(
2�ti

T
+ ˛

)
exp

(
−�

ti

T

)
− sin ˛ = 0 (3)

ig. 2. Recording of the oscillation is done by a photo-diode placed at an elongation
0 /= 0. From a set of times ti when the deflected laser beam passes the detector the
scillation parameters T, � and ˛ can be deduced.
Compounds 480 (2009) 629–633

holds. Averaging N periods into a single data-set, finding the parameters �, T and ˛
can be realized by numerically finding minima of

X2 = 1
2N + 1

2N∑
i=0

�̂(ti)
2 (4)

and the residual (X2)1/2 can be used as a figure of merit.
It should be mentioned that multi-diode arrangements [10] as well as position

sensitive detectors [11] can be applied for the detection of the oscillation. Obviously
this requires adapted fitting algorithms, however the further discussion can easily
be transferred to these set-ups.

The calculation of the dynamic viscosity is preferably done by an absolute
method, i.e. calibration with a reference liquid is not necessary. Suitable equations
have been proposed by Roscoe and Bainbridge [12,13] as well as Beckwith, Newell
and Kestin [14,15]. Though the resulting relations and their respective theoretical
background are rather different, the results yielded in an experiment are nearly the
same. For that reason we will stick to the Roscoe equation in the following. In an
amended form given by Brooks et al. [16] the dynamic viscosity is given by

� =
(

J�

�R3HZ

)2
1

��T
(5)

with

Z =
(

1 + R

4H

)
a0 −

(
3
2

+ 4R

�H

)
1
p

+
(

3
8

+ 9R

4H

)
a2

p2
, p =

(
��

�T

)1/2

R. (6)

a0 = 1 − 3
2

�

2�
− 3

8
�2

4�2
, a2 = 1 + 1

2
�

2�
+ 1

8
�2

4�2

Therein, R denotes the crucible’s inner radius and the height H of the samples within
the cup is calculated from the sample’s mass taking the temperature dependency of
the mass density � into account. This equation has to be solved numerically using the
experimentally determined oscillation parameters (�, T, ˛). However, the oscillation
of the empty pendulum is damped too, and the respective logarithmic decrement
˛0 has to be subtracted prior to the viscosity determination.

3. Uncertainty of the oscillation parameters �, T, ˛

The actual measured quantities are the times ti containing
experimental errors which lead to the residual in X2 in Eq.
(4). It is reasonable to assume that the errors occurring in the
computer-based data acquisition are of statistical nature only and
mathematical statistics is to be applied.

Generally speaking, any measured value Y(k) differs from its true
value Y following a Gaussian distribution function with the full
width at half maximum (FWHM) �. Repeated (N fold) sampling of
the same quantity yields an average value 〈Y〉 approaching the true
one and an empirical variance:

s2 = 1
N − 1

N∑
k=1

(
Y (k) − 〈Y〉

)2 → �. (7)

Hence, following [17] the individual experimental value Y(k) is
within an interval Y ± 2 s around the true value with a probabil-
ity of about 95.5%. This level of confidence will be applied in all
further estimations.

On that basis, in order to estimate the uncertainties of the oscil-
lation parameters the experiment can be modelled in the following
way: an ideal set of t0

i
(i.e. without experimental errors) is calcu-

lated following Eq. (3) for a given set (�, T, ˛). Disturbances �t·NR,
with −1 ≤ NR ≤ 1 being random numbers following a Gaussian dis-
tribution, are added to the t0

i
giving modelled experimental data

including their uncertainties. In the experiments, a figure of merit
(X2)1/2 ≤ 10−3 is observed and we consequently choose �t = 1 ms to
obtain larger residuals in the following procedure for a pessimistic

estimation. Finally, the oscillation function is fitted to that modified
data. Multiple repetition of this procedure yields distributions of �,
T, ˛ around the chosen initial values following Gaussian functions
and their widths can be addressed as half of the uncertainties of the
respective parameters. An example is given in Fig. 3 for a common
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appear to be reasonable: (i) the inner radius of the sample cru-
cible can be easily measured to an accuracy of 0.3%. Allowing for
thermal expansion as well as material changes during the heat-
ing cycle, we may thus estimate �R/R = 0.005; (ii) the accuracy
ig. 3. Estimation of the uncertainties of the oscillation parameters (�, T, ˛). Repetiti
ith the FWHMs correlated to their experimental errors.

et of oscillation parameters: (�, T, ˛) = (10 × 10−3, 6 s, 0.35) and
000 repetitions of the modelling cycle described above.

The phase angle ˛ is not necessary for the viscosity calculation,
ut for the control of the experiment. It shall therefore not be dis-
ussed further. The uncertainty of the period of the oscillation is
ather small and its distribution function in Fig. 3 is narrow. In
ontrary, the logarithmic decrement is affected strongly: the distri-
ution is broadened and the resulting relative error is in the order
f 4%.

Applying the described procedure it is now possible to study
he influence of the oscillation parameters as well as the number of
scillations on their errors. The following conclusions can be drawn:
i) the relative uncertainty of the period is negligible (i.e. less than
.01%) for all combinations of parameters; (ii) the relative error of
he logarithmic decrement only weakly depends on the number of
scillations if at least 10 oscillations are used for the calculation of
n individual set of parameters and (iii) the relative error of the loga-
ithmic decrement strongly depends on the logarithmic decrement
tself, i.e. a weak damping cannot be measured to a high accuracy.

The latter dependence, calculated for T = 6 s and ˛ = 0.35 is shown
n Fig. 4. In an experiment the logarithmic decrement is in the
egion of (15–50) × 10−3. However, as mentioned previously, the
asic damping—usually is �0 ≤ 2 × 10−3—arising from the empty
endulum has to be measured in an individual experiment and sub-
racted for viscosity calculation. On the one hand, a small �0 yields

high signal-to-background ratio, but considering Fig. 4 it will
lso introduce a rather high uncertainty. In order to take that into
ccount, we shall represent the dependence ��/�(	) by means
f the empiric relation

��

�
= 0.34�−1.05, (8)
ith the coefficient and exponent being determined by a least
quare fitting procedure. The result is represented by the solid line
n Fig. 4 and is ready for use in the further estimation.
delling of the experimental situation yields distributions of the respective quantities

4. Uncertainty of the dynamic viscosity

The oscillation parameters, the sample’s density and mass as
well as the momentum of inertia and the crucible’s inner radius are
necessary quantities to calculate the dynamic viscosity following
Roscoe’s equation (5) and (6). As mentioned previously, the cal-
culation is necessarily performed in a numerical way, i.e. from a
starting guess of � a new approximate value is calculated, which
again is used as a starting value in the next iteration step. In order to
study the propagation of the experimental uncertainties, we make
use of the same modelling procedure utilized in Section 3.

The following assumptions on the error limits of the input data
Fig. 4. The relative error of the logarithmic decrement depends strongly on the
logarithmic decrement itself (circles). For the purpose of the further estimation the
dependency is expressed by the empirical relation given in Eq. (8) (solid line).
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from the comparison of liquid Al and Sn. Both liquids show a compa-
rable dynamic viscosity, however the density of liquid Al is reduced
by almost a factor 3 compared to that of liquid Sn. Consequently,
the resulting lower logarithmic decrement caused by the Al melt
cannot be measured to the same accuracy.

Table 1
Dynamic viscosity measured for the three liquid metals Al, Sn and Cu close to their
solidification temperature together with the calculated empirical variance and rel-
ative uncertainties.
ig. 5. The variation of the input parameters for Roscoe’s equation within their resp
o the overall uncertainty of the dynamic viscosity. The distributions are shown for

f weighing is rather high, too. However, during an experiment
here might be minor evaporation of the sample material, which
e take into account by estimating �m/m = 0.005. For the inves-

igation of materials with a high vapour-pressure suitable sealed
mpoules are to be utilized; (iii) the momentum of inertia of the
hole pendulum can be determined in calibration experiments to

n accuracy of 0.4%; (iv) in most cases no information on exper-
mentally determined mass densities of liquid alloys is at hand
nd the alloy’s density is to be estimated from those of the pure
iquid constituents. We estimate ��/� = 1%; (v) finally, the rel-
tive uncertainty of the logarithmic decrement is given by Eq.
8).

Modifications again following a Gaussian distribution are
pplied to the input data for Eqs. (5) and (6) within these limits.
he dynamic viscosity is then calculated from the modified val-
es. Consequently, multiple repetition of this procedure yields a
aussian distribution of values of the dynamic viscosity with its
aximum equalling to the viscosity obtained from the undisturbed,

eal experimental data. Its width can again be addressed as half of
he experimental uncertainty. This procedure is easily to be adopted
or each recorded value of the dynamic viscosity. In Section 5, we
hall apply this approach for representative experiments carried
ut for pure liquid elements.

. Selected examples: pure liquid Al, Sn and Cu.

For the demonstration of the error estimation procedure, we
elect representative experiments carried out for pure liquid Al
purity 99.9%), Sn (purity 99.999%) as well as Cu (purity 99.99%)
n the temperature range between 1200 ◦C and solidification at

cooling rate of 1 K/min. The samples have been kept in boron

itride crucibles with an internal diameter of 22 mm and through-
ut the experiments a pressure of less than 5 × 10−5 mbar has been
btained. Furthermore, remaining oxides on the surface of the sam-
le material are usually reduced by the presence of graphite in the
ot zone of the apparatus.
range of uncertainty yields a distribution of viscosity values whose width is related
Al, Sn and Cu close to their respective melting temperature.

The volume of the sample in the solid state was about 6 cm3

in each case. The necessary mass density has been taken from the
compilation in Ref. [18].

Fig. 5 depicts the distribution of the viscosity values obtained
by multiple repetition of the calculation procedure outlined above
for all three elements close to their respective melting tempera-
ture. Again, the distribution curves obtained follow the Gaussian
function and thus the application of the statistical approach seems
plausible. The peak positions correspond to the results of solving
Roscoe’s equation with the undisturbed data and the uncertainty
of the individual value is to be taken from the full width at half
maximum s� applying the common relation �� = 2 s�. A digest on
the obtained figures for the examples is given in Table 1.

Going further, the uncertainties for all measured values of the
dynamic viscosity with respect to the temperature can be calcu-
lated. This is done repeatedly in order to analyse the reproducibility
of the approach. Three runs each experiment are depicted in Fig. 6
by different symbols and it can be seen that the estimated relative
errors of the dynamic viscosity coincide well and are of the order
of 5% in the case of liquid Cu and rise up to 10% for liquid Al. Higher
dynamic viscosities are obviously measured to a higher accuracy
than lower ones. The same relation holds for the dependence of
the experimental uncertainty on the liquid’s density, as can be seen
Element ϑm (◦C) �(ϑm) (mPa s) s�(ϑm) (mPa s) ��/�(ϑm) (%)

Al 660 1.12 0.05 9.6
Sn 232 1.39 0.04 6.0
Cu 1084 3.61 0.09 5.1
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ig. 6. Calculated relative uncertainty for liquid Al, Cu and Sn. The three runs of the

. Conclusions

The aim of the present work is to present a statistical approach
o estimate the experimental errors occurring in measurements
f the dynamic viscosity by means of the oscillating cup tech-
ique. With respect to its uncertainty, the most important of the
ctual measured quantities is the logarithmic decrement of the
orsional oscillation caused by the liquid’s internal friction. An
mpirical relation ��/�(�) has been obtained and the error prop-
gation during the calculation of the dynamic viscosity has been
nvestigated.

It is to be stated that the relative uncertainties are in the range
–10% and are to be reduced by ensuring a sufficiently large loga-
ithmic decrement. The range of the experimental errors obtained
ith our method corresponds well to earlier error estimations, e.g.

hose performed by Kehr et al. [11] as well as Brooks et al. [10].
The presented approach takes into account both the statisti-

al nature of the errors occurring during the determination of the
scillation parameters and their systematic propagation during the

urther data treatment. It is readily to be involved in the real-time
alculation procedure including fitting of the oscillation parameters
nd solving of Eqs. (5) and (6) and thus may provide a basis for a real-
stic discussion of changes depending on temperature, composition
s well as the thermal history of the alloy under investigation.

[

[

lling procedure carried out are depicted by different symbols and coincide well.
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